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We report on a measurement of the mass of the Z ° boson, its total width, and its partial decay widths into hadrons and leptons. 
On the basis of 25801 hadronic decays and 1999 decays into electrons, muons or taus, selected over eleven energy points between 
88.28 GeV and 95.04 GeV, we obtain from a combined fit to hadrons and leptons a mass of Mz= 9 I. 154 + 0.021 (exp) ± 0.030 
(LEP) GeV, and a total width of l z  = 2.536 _+ 0.045 GeV. The errors on Mz have been separated into the experimental error and 
the uncertainty due to the LEP beam energy. The measured leptonic partial widths are F,c= 81.2 + 2.6 MeV, F , ,=  82.6 + 5.8 MeV, 
and / ' , ,=85.7+7.1 MeV, consistent with lepton universality. From a fit assuming lepton universality we obtain F~.~-= 
81.9 + 2.0 MeV. The hadronic partial width is/"h.d = 1838 + 46 MeV. From the measured total and partial widths a model inde- 
pendent value for the invisible width is calculated to be F.,,v=453 + 44 MeV. The errors quoted include both the statistical and 
the systematic uncertainties. 
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1. Introduction 

The s tandard  model,  describing the unification of  
the weak and electromagnetic  interactions,  contains 
as a central element the massive vector boson Z °, the 
neutral carr ier  of  the weak force. Following the suc- 
cessful start of  the new accelerators SLC and LEP 
several groups presented their  first measurements  of  
the parameters  of  the Z n [ 1-5 ]. Some of  these mea- 
surements  have recently been updated taking into ac- 
count most of  the currently available da ta  [6 ]. We 
present here a measurement  of  the parameters  of  the 
Z °, based on the entire data  sample collected in ! 989 
with the OPAL detector.  This corresponds to a six- 
fold increase in luminosi ty  compared  with our pre- 
vious publ icat ions  [4,7].  An improved unders tand-  
ing of  the detector  has led to a significant reduct ion 
in the systematic uncertaint ies of  the measurements .  

In this publ icat ion we present a combined  analysis 
of  the hadronic  and leptonic decays of  the Z ° based 
on a measurement  of  the hadronic  and leptonic cross 
sections as a function of  energy. The cross sections 
were measured at 11 centre-of-mass energies between 
88.28 and 95.04 GeV by repeatedly scanning across 
the Z ° resonance. Measurements  at nearby energies, 
within 10 MeV, were combined  into one data  point  
at the luminosi ty-weighted average energy. The mea- 
surement  of  the energies was performed by the LEP 
Division.  The residual fractional error  in the energy 
of  each beam was 3 × 10-4, corresponding to 30 MeV 
in the centre-of-mass energy. This error  enters as a 
scale uncertainty in the measurement  of  the Z ° mass. 
The fractional point- to-point  error  in the energy was 
1 × 10 -4. The centre-of-mass energy values used in 
our  previous publ icat ions [4,7 ] have since been cor- 
rected by + 4 3  MeV due to a better  unders tanding of  
the LEP energy scale. 
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F rom a fit to the cross sections for hadronic  and 
leptonic decay modes  as a function of  energy, in the 
region of  the Z ° resonance, we de termine  the mass 
and total width of  the Z ° and its part ial  decay widths 
into hadrons  and leptons. The invisible width is ob- 
tained from the difference between the measured to- 
tal width and the sum of  all observed partial  widths. 
These results are compared  with the expectat ions 
from the s tandard model. 

2. The OPAL detector 

The da ta  were recorded with the OPAL detector  
[8] at the CERN e+e - coll ider LEP. The tracking of  
charged particles was performed with a je t  chamber,  
a large volume drift  chamber  d iv ided  into 24 azi- 
muthal  sectors with 159 layers of  wires. The jet  
chamber,  together with a vertex detector  and a z- 
chamber,  is posi t ioned inside a solenoidal  coil, which 
is surrounded by a time-of-flight counter array, a lead- 
glass electromagnetic  calor imeter  with a presampler ,  
an inst rumented magnet return yoke serving as a 
hadron calor imeter  and four layers of  outer  muon 
chambers.  Forward detectors serve as a luminosi ty  
monitor .  

The electromagnetic  calorimeter ,  which played a 
central role in this analysis, consists of  a cylindrical  
array of  lead-glass blocks, covering the region 
I cos 01 < 0.82, where 0 is the angle with respect to the 
beam direction,  and lead-glass blocks in the endcaps, 
covering the region 0.81 < [cos 01 <0.98.  The blocks 
each subtend a solid angle of  approximate ly  40 × 40 
mrad 2. They project towards the interact ion point  in 
the barrel region and along the beam direct ion in the 
endcaps. The two sections of  the electromagnetic  cal- 
or imeter  together cover 98% of  the solid angle. The 
time-of-flight system ( T O F )  covers the region 
Icos01 <0.82  and consists of  160 scinti l lator bars. 
More details  about  the detector  and the trigger have 
been given in refs. [4,7].  

For  Monte Carlo studies the OPAL detector  was 
s imulated using a computer  program [9 ], which in- 
cludes the detector  geometry and mater ial  as well as 
effects of  resolution and efficiencies. 
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3. The luminosil)' measurement 

The integrated luminosity of  the colliding beams 
was determined by the measurement of  small angle 
Bhabha scattering, a process insensitive to Z ° effects. 
The measurement used the forward detector, consist- 
ing of  two identical elements placed around the beam 
pipe at either end of  the central tracking chambers. 
In this analysis two components  of  this detector were 
used in a complementary, manner: (i) a calorimeter 
provided a high statistics measurement of  the rela- 
tive luminosity at each beam energy; (ii) a set of  pro- 
portional tube chambers with a well defined geome- 
try and acceptance provided the absolute calibration. 

Each calorimeter consists of  a cylindrical lead- 
scintillator sandwich divided into 16 azimuthal seg- 
ments and two longitudinal sections: a presampler of  
4 radiation lengths (Xo), and a main calorimeter of  
22 Xo [4].  For 45 GcV electrons, the energy resolu- 
tion o f  the calorimeter was measurement to be i.3 
GeV ( 19% x /~) ,  with 84% of  the energy deposited in 
the main calorimeter. Light sharing between adja- 
cent segments and between inner and outer readouts 
of  the main calorimeter was used to determine the 
center of  the showers. The polar angle resolution var- 
ied between 1 and I 0 mrad, being best near the inner 
edge of  the calorimeter, while the resolution in azi- 
muth varied between 3.5 and 35 mrad, being best at 
the segment boundaries. The acceptance of  te calo- 
rimeter extends from 39 to 155 mrad, and is essen- 
tially complete in azimuth. 

The proportional tube chambers are positioned be- 
tween the presampler and main sections of  the calo- 
rimeter. These chambers each consistent of  a verti- 
cal. horizontal, and diagonal plane of  proportional 
tubes [ 10] of  1 cm:  cross section. The positions of  
the centroids of  showers from incident electrons or 
photons are measured using the pulse height infor- 
mation from the tubes. For 45 GeV electrons, the tube 
chambers have 1.3 mrad resolution in 0 and ~ and 
dctcct 99.3% of  the showers. The tube chamber 
acceptance extends from 50 mrad to 135 mrad in po- 
lar angle, and covers 95% in azimuth. The positions 
of  the tube chambers were surveyed to 1.0 mm and 
were checked with electron tracks measured in drift 
chambers [ I 1 ] in front of  the calorimeter. 

To select events for the absolutc luminosity cali- 
bration a fiducial region was defined well within the 

tube chamber and calorimeter acceptance, extending 
from 58 mrad to 124 mrad in polar angle from the 
nominal beam axis, and excluding azimuthal angles 
within 10 degrees of  the horizontal and vertical 
planes. Panicles emitted from the interaction point 
in this angular region traversed only a minimum of  
material before reaching the forward detectors (less 
than 0.2 Xo). The average of  the angles measured on 
the two sides of  the event was required to lie within 
this fiducial region. Therefore the acceptance was 
largely independent of  the position and size of  the 
beam intersection region. To reject background due 
to off-momentum beam particles, the difference in the 
azimuthal angles between the two ends, AO, was re- 
quired to be in the range between 160 ~ and 200: Fi- 
nally, the average of  the energies of  the largest cluster 
in each calorimeter was required to be larger than 
of  the beam energy. One quadrant of  the tube cham- 
bers was not used since one segment in the corre- 
sponding calorimeter region was defective. 

The detector read-out was triggered when the en- 
ergy sum in each forward calorimeter exceeded 15 
GeV overall, or 12 GeV in back-to-back clusters. The 
overall trigger efficiency was found to be 99.0 + 0.3% 
for the events selected by these cuts. Fig. 1 shows the 
energies measured in the two calorimeters for all 
events prior to the energy cut. The vertical and hori- 
zontal arms of  the distribution correspond to radia- 
tive events in which one photon escapes undetected. 
A correction o f  0.55%. with an uncertainty of  0.5%, 
was applied to account for the events that had a low 
measured energy at both ends o f  the detector. Most 
o f  these events were found to be small angle Bhabha 
events in which the electrons were outside the tube 
chamber acceptance but had showered into the fidu- 
cial volume. 

The BABAMC Monte Carlo program [12] was 
used to generate e+e - ~ c + e  - (),) events, distributed 
at various energies across the Z" resonance. A gaus- 
sian smearing of  the angles and energies of  the gen- 
erated particles was introduced to simulate the ef- 
fects of  detector resolution seen in the data. 
Interference with the Z ° changed the cross section for 
cvcnts within the tube chamber acceptance by a max- 
imum of  1.0% from the simple 1/s QED dependence. 
The cross section corresponding to the selection cri- 
teria described above was calculated to be 18.17 + 
0.02 nb at the Z ° peak. A theoretical systematic error 
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Fig. 1. The energies measured in the two forward calorimeters, 
E~ versus E,, for luminosity event candidates passing the tube 
chamber selection cuts. The shaded region is excluded by the 
trigger requirement that at least 12 GeV be deposited in opposite 
calorimeter segments. Events in the region above the diagonal 
satisfy the requirement that 2/3 of the centre-of-mass energy is 
observed in the calorimeter. 

of 1% was assigned to this calculation [ 13 ]. A 0.14% 
correction was applied to account for the contribu- 
tion of the processes e+e - --*y'/. The radiative energy 
tails in fig. 1 agreed well with the predictions of the 
Monte Carlo program. Throughout the fiducial re- 
gion the measured average polar angles agreed well 
with the simulated distribution, which corresponds 
approximately to 1/03. as shown in fig. 2. 

The sources of error in the absolute luminosity 
normalisat ion are detailed in table 1. The dominan t  
contr ibut ion is the limited precision in the tube 
chambers survey, while further errors arise from small 
discrepancies between the data and the Monte Carlo 
prediction and residual uncertainties in determining 
the various correction factors. The final error of 2.2% 
includes a statistical error of 0.7% corresponding to 
17379 events in the calibration sample. 

A check was made on the accuracy of the tube 
chamber luminosity calibration by using the shadow 
of the beam pipe support ring to establish a well de- 
fined inner  edge for the calorimeter. This support is 
a precisely machined a lumin ium ring with a conical 

-o 
o 

E 
10 

O3 

C 
d) > 

Ill 

10 

0 . 0 8  O. 12 
@ . . . . .  ~ ( , rod)  

Fig. 2. Angular distribution of luminosity event candidates, as 
measured by the tube chambers. The arrows show the boundaries 
of the fiducial region, inside of which the data follow the ex- 
pected 1/03 distribution, shown by the curve. 

Table 1 
Contributions to the absolute luminosity measurement uncer- 
tainty. The systematic errors contributing to the overall uncer- 
tainty are listed and then combined with the statistical error. 

Source of error Magnitude 

theory 1% 
radial survey 1.5% 
efficiency of tube chambers 0.5% 
trigger efficiency 0.3% 
energy cut 0.5% 
radial cut 0.5% 
background subtraction 0.5% 

total systematic error 2.1% 

statistical error 0.7% 

total uncertainty 2.2% 

outer surface that points to the interaction region at 
a polar angle of 47 mrad. It has a thickness of two 
radiation lengths and is located 40 cm in front of the 
forward calorimeter. The addit ion of this material in 
front of the calorimeter alters the energy sharing be- 
tween the presampler and the main calorimeter sig- 
nificantly. The energy deposited in the main calorim- 
eter is about 15 GcV lower in the shadow of the beam 
pipe support ring than beyond it. This discontinuity 
of the energy distribution in the main calorimeter ae- 
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curately defines the edge of  the acceptance at small 0. 
A measurement  using this method,  which is indepen-  
dent of  the tube chambers,  agreed with the tube 
chamber  measurement  to within 0.8 + 2.6%. 

The relative luminosi ty  between points  of  different 
beam energy was measured using the main calor im- 
eters only. Events were selected in which the average 
energy of  the largest clusters seen in the main sec- 
tions of  each calor imeter  exceeded 70% of  the beam 
energy. This requirement  was high enough to el imi- 
nate the background,  but was 3 s tandard  devia t ions  
below the peak from well contained Bhabha events. 
It rejected Bhabha events only partially contained due 
to the radiat ion of  an energetic photon or  shower 
leakage at the edges of  the calorimeter .  To reduce 
backgrounds,  the difference, AO, in the az imuthal  an- 
gles of  the largest clusters was required to be in the 
range 160 ° < A¢ < 200 ° . A total  of  58 124 events were 
selected by these cuts. of  which less than 0. I% were 
background.  

The energy cal ibrat ion of  the main ca lor imeter  
could be main ta ined  to within 0.5% over  the entire 
per iod of  data  taking. As a consequence,  the cross 
section for luminosi ty  events defined by these re- 
quirements was stable with t ime to within 0.8%. With 
an effective geometrical  acceptance extending from 
47 to 142 mrad in polar  angle, the cross section was 
affected by Z ° interference by at most 0.3%. Because 
the energy cut was imposed on the average of  the 
energies in the two calorimeters ,  the acceptance was 
largely independent  o f  beam displacements  and the 
size of  the beam intersection region. 

Thc acceptance o f  the ca lor imeter  selection was 
normal iscd to the tube chamber  acceptance for a 
sample which included 70% of  the data taking pe- 
riod. The Bhabha cross section for the ca lor imeter  
based luminosi ty  measurement  was thereby found to 
be 40.2 + 0.9 nb at the Z ° peak. The stabil i ty of  the 
measurement  was checked by compar ing  the tube 
chamber  and ca lor imeter  luminosi t ies  as a function 
of  LEP fill and beam energy. No statist ically signifi- 
cant systematic differences were observed.  The beam 
energy dependent  systematic  error  of  the integrated 
luminosity was est imated to be 1% and was taken into 
account as a point- to-point  systematic  error  in the 
cross section measurements .  

The da ta  recorded in 1989 correspond to an inte- 
grated luminosi ty  of  about  1.4 p b -  t. For  the follow- 

ing analyses only those periods of  data  taking were 
used in which all detector  components  essential for 
the measurement  were operat ing properly.  

4. The hadronic decays 

The criteria used to select hadronic  Z ° decays were 
nearly identical  to the ones described in our previous 
publ ica t ion [4] .  The selection was mainly based on 
energy clusters in the electromagnet ic  calorimeter .  
Clusters in the barrel region were required to have an 
energy o f  at least 100 MeV, and clusters in the end 
cap were required to contain at least two adjacent  
lead-glass blocks and have an energy of  at least 200 
MeV. The following three requirements  defined a 
mul t ihadron  candidate:  ( i )  at least 8 clusters, ( i i )  a 
total  energy deposi ted in the lead glass of  at least 10% 
of  the centre-of-mass energy 

R.i~= Z Ec'us/x/~>0'1 , 

where Edo~ is the energy of  each cluster, and ( i i i )  an 
energy imbalance  along the beam direct ion which 
satisfied 

[ E(Ec, .~ 'cos 0) 1 
Rbal = < 0 .65 .  E/G.s 
The measured dis t r ibut ions  of  these variables are 
shown in fig. 3. The cut on the number  of  clusters 
efficiently e l iminated  Z ° decays into e+e - and z+z - .  
The Rv,~ cut discarded two-photon and beam-gas  
events. The cut in Rba, rejected beam-wal l ,  beam-gas  
and b e a m - h a l o  events, and cosmic rays in the end 
caps. 

In order  to reject cosmic ray background in the 
barrel region, information from the TOF counters was 
used. All events for which at least four TOF counters 
fired within 8 ns of  the expected t ime were accepted. 
Events with less than four TOF counters  for which at 
least 50% of  the observed energy was seen in the bar- 
rel lead glass were rejected. All remaining events with 
N ~ F <  4 were visually inspected: this corresponded 
to less than 2% of  all hadronic  events. Out of  this 
sample  36 events were rejected by the scan as being 
of  cosmic-ray,  beam-wal l  and b e a m - h a l o  origin. The 
remaining background from each of  these sources was 
es t imated to be less than 0.1%. A total of  25801 had- 
ronic Z ° decays remained after all these cuts, and the 
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corresponding integrated luminosity was 1.25 pb-  1. 
The main contamination in the hadronic data 

sample came from x+x - events; a background frac- 
tion of 0.33 + 0.04% was estimated by using Monte 
Carlo events generated with the KORALZ generator 
[ 14 ]. This estimate was checked with the data using 
the charged track multiplicity. The resulting back- 
ground fraction was consistent with the Monte Carlo 
estimate. The contribution of the process e + e - ~  
e+e - to the hadronic event sample was found to be 
less than 0.1%. The background from two-photon 
processes was estimated by a Monte Carlo calcula- 
tion using a quark-parton model [15] and was 
checked with the data by measuring the ratio of the 
numbers of events with high and low Rvis as function 
of beam energy. Both estimates gave consistent re- 
suits; the background was 0.03 + 0.03% under the Z ° 
peak and 0.2 + 0.2% in the tail region. 

To calculate the acceptance of the event selection 

0 

- ~ 2 0 0 0  

c 
@ 
> 
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R v i s  

Fig. 3. The measured distributions of  the variables used in the 
selection of  hadronic events, each shown after applying all other 
cuts: (a) Number  of  clusters in the electromagnetic calorimeter. 
( b ) Visible fraction of  centre-of-mass energy, Rv,, (see text ). (c) 
Longitudinal energy imbalance Rb=, (see text). The simulated 
distributions using a QCD parton shower model are also shown. 
The arrows indicale the cuts applied. 

procedure, the process e+e ---,qdl with subsequent 
hadronisation was simulated using the JETSET par- 
ton shower model with five flavors and string frag- 
mentation [ 16 ]. There is good agreement between the 
model predictions and the properties of the hadronic 
event sample (see for example fig. 3 and ref. [ 17] ). 
An acceptance of 97.7% with a negligible statistical 
error was calculated for multihadronic events. Var- 
ious checks were made to estimate the uncertainty in 
the acceptance calculation. The effect of uncertain- 
ties in the fragmentation model was estimated to be 
0.5% by varying the parameters of the JETSET model 
and by using the HERWIG hadronisation model 
[ 18 ]. Imperfections in the detector simulation lead 
to a variation of the acceptance of 0.5%. The energy 
dependence of the acceptance in the region of the scan 
was 0.2%. The error due to the specific choice of the 
hadronic selection cuts was estimated to be 0.2%. The 
resulting total systematic error on the selection and 
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acceptance o fhad ron i c  events was 0.8%. 
The overall trigger efficiency for hadronic  decays 

of  the Z ° that would pass the acceptance cri teria was 
de te rmined  from the redundancy between the three 
main trigger modes:  the TOF trigger, the track trigger 
and electromagnet ic  energy trigger. For  each trigger 
mode the efficiency was measured as a function of  
the direct ion of  the thrust axis, Or. The resulting 
overall trigger inefficiency in the region of  
I cos 0-r I <0 .8  was found to be less than 0.01%, while 
the inefficiency for events in forward direct ion,  
I cos 0r I>  0.8, was less than 0.1% and therefore also 
negligible. 

In table 2 the numbers  o f  events, the integrated lu- 
minosi t ies  and the corresponding cross sections arc 
listed as a function of  the centre-of-mass energy. The 
error  on the cross section includes the statistical er- 
rors of  the hadronic  event sample and of  the lumi- 
nosity as well as a 1% point - to-point  systematic  error  
from the luminosity.  In the analysis of  the cross sec- 
tion an overall normal isa t ion  error  of  2.3% is taken 
into account which includes both the systematic  er- 
ror of  2.2% on the luminosi ty  and the systematic  er- 
ror on the acceptance of  0.8%. 

Table 2 
The hadronic cross section, Oh,d, as a function of the luminosity- 
weighted centre-of-mass energy, ~.,/s. Listed are also the inte- 
grated luminosity ff;,t and the number of observed hadronic events 
N~d. The cross sections are quoted with their statistical and point- 
to-point systematic luminosity error of 1%. The overall system- 
atic error on the cross section is 2.3% and on the energy scale is 
30 MeV. The point-to-point error on the energy is 10 MeV. 

\,,'~" (GeV) ~,~, (nb- ')  Nh,d Oh,d (nb) 

88.278 115.1 + 1.6 569 5.04-+0.23 
89.283 80.7 -+ 1.4 766 9.68 + 0.40 
90.284 103.7 + 1.6 1990 19.56+0.56 
91.034 210.9+2.3 6192 29.94_+0.58 
91.289 186.2 + 2. I 5633 30.86 _+ 0.62 
91.529 230.8_+2.4 6612 29.21 +0.55 
92.282 85.5_+ 1.5 1 7 8 1  21.24+0.66 
92.562 9.2__.0.5 150 16.66+ 1.62 
93.286 111.4_+ 1.7 1286 11.77 +0.39 
94.277 95.4-+ 1.6 710 7.59+0.32 
95.036 17.7-+0.7 112 6.44+0.66 

total 1246.6 25801 

5. The leptonic decays 

The criteria used to select Z ° - ,e+e - ,  Z°~p.+la - ,  
and Z ° ~ z + x  - were s imilar  to the ones described in 
detail  in ref. [ 7 ]. All three lepton-pair  analyses were 
restricted to the region Icos 01 <0.7  to ensure good 
trigger and reconstruct ion efficiencies. 

The selection o f e + e  - events required two clusters 
in the barrel lead-glass calorimeter ,  each with at least 
50% of  the beam energy and satisfying [cos 0l <0.7;  
the acol l ineari ty angle between these clusters (()aco~) 
had to bc less than 5 °. The total reconstructed elec- 
t romagnet ic  energy had to be greater than 85% of  the 
centre-of-mass energy. All candidate events in the 90% 
of  the data  recorded when the jet  chamber  was at full 
operat ing voltage were visually scanned; it was re- 
quired that the two highest energy clusters were as- 
sociated with a charged track. A total of  29 events 
were rejected, coming mainly from e+e - ~ e + e - T  and 
e ÷ e -  --'TT in which at least one of  the two highest en- 
ergy clusters was an isolated photon; this was consis- 
tent with the expected number  of  26 events. After ap- 
plying these cuts a sample of  908 events remained.  A 
global efficiency of  98 .8+0 .8% in the region 
I c os01<0 .7  was calculated using the BABAMC 
Monte  Carlo program [12].  The efficiency con- 
ta ined contr ibut ions  of  99.4 + 0.6% from the cut on 
the total energy, 99.7 + 0.3% from the effect of  the an- 
gular resolution and the magnetic  field on the acolli- 
ncarity cut, and 99.7 + 0.2% from the effect of  the an- 
gular resolution on the Icos 01<0 .7  cut. The 
background contaminat ion  in the final event sample 
was es t imated to be 0.4 + 0.2%, arising from ~ and 
c + e - T  events recorded when the central detector  was 
off  and from x+z-  events. The trigger efficiency was 
checked by compar ing  a number  of  independent  trig- 
gers; it was found that the electromagnetic  calorime- 
ter trigger was 100% efficient for these events. Table 
3 lists the number  of  events observed as a function of  
the centre-of-mass energy, together with the luminos-  
ity and the measured cross section in the range 
[cos01 <0.7 .  The total systematic error due to the 
uncer ta inty in the efficiency and background esti- 
mates is 0.9%. 

Candida te  la ' la - and ~+x- events were selected 
from a sample  of  events flagged by an on-line filter 
[7] ,  and which in addi t ion  contained less than 13 
lead-glass clusters with energy above 250 MeV and 
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Table 3 
The measured cross section, oc%~'- for the reaction e + e- ~e  +e-, in the region I cos 01 < 0.7 and acollinearity angle 0,,~ < 5 ~, as a function 
of the luminosity-weighted centre-of-mass energy. Listed are also the integrated luminosities --q;nt, the event counts N~°~- and the cor- 
rected cross sections 0~0~ - (see text ). The errors quoted arc statistical only. 

, ~  ¢ * c  - o ' ¢ . ¢  _ ,~' s ~ , ,  .o~ a , .¢-  . . . .  (nb)  ¢o,~ (nb)  
(GeV)  ( r i b - ' )  Icos 01 <0.7 Icos 01 <0.7 

88.279 116.3 + 1.6 30 0.260 + 0.048 0.256 + 0.047 
89.285 66.8 + 1.3 30 0.453 + 0.083 0.445 _+ 0.082 
90.284 118.0 ± 1.7 78 0.666 + 0.076 0.655 + 0.075 
91.035 231.3 -'- 2.4 202 0.880 _~ 0.063 0.864 + 0.06 I 
91.287 251.0 ___ 2.5 237 0.952 ___ 0.063 0.935 + 0.06 I 
91.530 236.3 +- 2.4 210 0.896 _~ 0.062 0.880 + 0.061 
92.285 76.8 + 1.4 41 0.538 _+ 0.085 0.530 + 0.083 
92.563 10.1 +0.5 2 0.199_+0.141 0.196+0.139 
93.285 I 17.2 + 1.7 45 0.387 + 0.058 0.383 + 0.057 
94.282 92.0 + 1.6 28 0.307 + 0.058 0.305 ~ 0.058 
95.036 19.0+_0.7 5 0.266-+0.119 0.265-,-0.119 

total 1334.8 908 

less than 1 I charged tracks with PT> 1 00 MeV, where  
Pr  is the m o m e n t u m  o f  the track in the p lane  perpcn-  
d icu la r  to the e l e c t r o n - p o s i t r o n  b e a m  di rec t ion .  

Events  were classif ied as la+la - cand ida tes  i f  they 
con ta ined  at least two charged tracks iden t i f ied  as 
muons .  Both tracks had to satisfy the requ i rements :  
p > 6  GeV,  Icos01 <0 .7 ,  and d o < l  cm,  where  do is 
the d is tance  o f  closest  approach  o f  the track to the 
beam axis. The  angle be tween  the two tracks in 0 had 
to be greater  than 250 mrad .  A track was classif ied as 
a m u o n  i f  it sat isf ied any one  o f  the fol lowing cri teria:  
( i )  there  were at least two hits in the barrel  m u o n  
chamber s  associa ted  with the track wi th in  A¢~=70 
mrad,  ( i i )  wi th in  AO= 70 m r a d  there was a t rack seg- 
ment  in the barrel  hadron  ca lor imeter ,  with hits in at 
least f ive o f  the n ine  layers, ( i i i )  the  m o m e n t u m  was 
larger than 15 G e V  and the sum o f  the energies  in the 
barrel  lead glass o f  all clusters wi th in  A¢ = 200 m r a d  
was less than 3 GeV.  The  eff ic iencies  o f  these three 
cr i tcr ia  were 9 1 . 6 + 0 . 8 % ,  60 .3+  1.3% and 92 .5+  
0.7%, respect ively.  

I n fo rma t ion  f rom the T O F  counte rs  was used to 
r e m o v e  the background  f rom cosmic  rays. Events  
were  r equ i red  to con ta in  at least one  T O F  coun te r  
which measu red  a t i m e  wi th in  10 ns o f  that  expec ted  
for a par t ic le  c o m i n g  f rom the in te rac t ion  point .  In 
addi t ion ,  we cons ide red  the dif ference,  At, be tween  
the t imes  measu red  by pairs o f  T O F  counte rs  sepa- 
rated in az imuth  by more  than 165 °; even ts  in which 

A t >  10 ns for all such pairs  were  re jected as cosmic  
rays. Af te r  apply ing  these cuts a sample  o f  585 events  
r emained ,  with a negligible background  f rom cosmic  
rays. 

Triggers  for la+ta + even ts  were p r o v i d e d  by the  
central  de tec tor ,  the T O F  counters ,  and the m u o n  
chambers .  The  resul t ing high degree o f  r edundancy  
enabled  the eff ic iencies  o f  the ind iv idua l  c o m p o -  
nents  to be measu red  using the la+la - even ts  them-  
selves. In this way the eff ic iency o f  the c o m b i n e d  
trigger was found to be 99.5 + 0.5%. By s imi la r  means  
the eff ic iency o f  the on- l ine  fil ter was found to be 
9 9 . 5 + 0 . 5 % .  

We eva lua ted  the accep tance  o f  the r e q u i r e m e n t  
that  la+la - events  con ta in  two tracks wi th in  
[cos01 < 0 . 7  to be 60 .0+  1.1%, using ~t+la - even ts  
genera ted  with the K O R A L Z  M o n t e  Car lo  p rogram 
[ 14] and then passed through the de tec to r  s imula-  
t ion.  This  p rogram genera tes  e + e - ~ l a + l , t -  and 
e + e - ~ + x  - accord ing  to the s tandard  model ,  in- 
c lud ing  the effects f rom init ial  and final state radia-  
t ion.  Us ing  the same program,  we calcula ted a back- 
g round  o f  3 . 7 + 0 . 9 %  from Z ° ~ x + ~  - and f rom a 
M o n t e  Car lo  s imula t ion  [15]  o f  e + e - - ~ e + e - l a + l a -  
we ca lcula ted  a background  o f  0.4 + 0.4%. 

A n u m b e r  o f  sys temat ic  checks o f  the analysis  were 
pe r fo rmed .  F r o m  a search for la+l a -  events  in which 
one  o f  the tracks in the centra l  de tec to r  was not  re- 
cons t ruc ted  we eva lua ted  a track f inding eff ic iency of  
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99.9 + 0. 1%. The number  of  selected events was found 
to be insensit ive to large changes in the cuts de- 
scribed above. These studies ident if ied a number  of  
imperfect ions in the s imulat ion of  the detector  by the 
Monte  Carlo program and wc es t imated an addi -  
t ional efficiency factor of  99 + 1% to account for this 
fact. Taking into account the efficiency, acceptance 
and background we obta ined  an overall  correct ion 
factor of  1.63 + 0.04 for the number  ofla+la - events. 

The selection o f  x+z - events relied mainly on the 
lead-glass ca lor imeter  and the jet  chamber.  The total 
e lectromagnet ic  energy observed in the lead glass had 
to be greater than 12 GeV and less than 70 GeV. A 
thrust axis was calculated from both the electromag- 
netic clusters and the charged tracks and was re- 
quired to be in the angular  range Icos Ovl <0.7.  The 
event hemispheres  defined by the plane perpendicu-  
lar to the thrust axis were each required to have at 
least one and at most four charged tracks with 
PT> 100 MeV and d o < 3  cm. Events identif ied as 
~+ta-  by the cri teria described above  were rejected, 
as wcrc events identif ied as cosmic rays. Finally,  a 
cut was made on the direct ion of  the sum of  the en- 
ergy vectors measured in the lead glass with respect 
to the beam axis o f  Icos01 <0.95.  This  cut removed 
background from two-photon reactions and beam-gas  
interactions.  After these cuts 506 events were left in 
our data sample. Fig. 4 shows the energy dis t r ibu-  
tions for events satisfying all cuts except the total en- 
ergy cut and the ta+la - rejection. 

The main trigger for these T+x - events was the to- 
tal energy trigger of  the barrel lead glass, with a nom- 
inal threshold of  6 GeV. The overall  trigger efficiency 
when combined with other, independent ,  triggers was 
100%. The main on-l ine filter cr i ter ion was a require- 
ment of  a total energy o f  8 GeV in the lead-glass cal- 
or imeter ,  coincident  with a TOF signal less than 27 
ns after the beam crossing. The TOF requirement lead 
to a 1% inefficiency of  this cri terion.  When com- 
bined with filter cri teria independent  of  the TOF de- 
lector,  the filter efficiency was 100%. 

From thc K O R A L Z  program [ 14] we found that 
the geometrical  acceptance for ~+'t-  events (requir-  
ing Icos01 < 0 . 7 )  was 62.0-+ 1.5%. The selection ef- 
ficiency within the angular  range was 76.3-+ 2.2%, 
leading to an overall  selection efficiency of  
47.3 -+ 2.0%. The error  in the acceptance was evalu- 
ated by varying the cuts and observing the change in 
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Fig. 4. Observed energy distribution of "t-candidates after all cuts 
were applied except the energy cut and the p.+la- rejection. The 
open histogram is a Monte Carlo simulation of T + ~- events, the 
shaded histograms at the left and right are simulations of ~t +l a-  
and e÷e - events respectively. All Monte Carlo distributions are 
generated using the standard model leptonic decay width. 

the corrected number  o f  events. We est imated the 
contr ibut ion  from various background processes by 
subjecting samples o f  s imulated background events 
to our  selection program. The background channels 
considered were: e+e - - . h a d r o n s ,  c+e - - - , e+e  - ,  
c+e - - - ,p+p.-y and e+e - ~ e + e  - X. In total, the back- 
ground in our final sample was es t imated to be 
6.2 + 2.2%. Taking into account the efficiency, accep- 
tance and background we obta ined an overall correc- 
t ion factor of  1 .98+0.10 for the number  of  x+~ - 
events. 

Table 4 lists the number  of  p.+p - and x+~- events 
observed as a function of  centre-of-mass energy, to- 
gether with the luminosi ty  and the calculated cross 
section. We calculate a rat io of~t+~ - to z*~ - decays 
of  the Z ° to be 0.96_+ 0.08, which is consistent  with 
lepton universality.  We also calculate a corrected 
number  o f Z  ° decays into p*~t-  and ~+~- and mul- 
t ihadrons  for the three energy points  a round the Z ° 
peak: for this calculation we use a sample that satis- 
fies the data  quali ty requirements  of  all three anal- 
yses. In this sample  we obtain the ratio of  hadron to 
muon and tau decays at the peak of  the Z°: 
Nhaa/ N , ,  = 22.2 +_ 1.2 and Nh~a/N,~=21.5 +_ 1.5. As- 
suming lepton universal i ty we obtain:  N~ad/N~.~ = 
21.9_+ 1.0. 
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Table 4 
The cross sections of the reactions e +e- --,la +p-  and e +e- --, x+-t- as a function of the luminosity-weighted centre-of-mass energy. Listed 
are also the integrated luminosities and the event counts. The errors quoted are statistical only. 

.. /~, ,÷t- o'~ +~_ ~,~ .~,,, (B+p. - ) N),. X_°~ o'), +),- ~n, (I+T - ) ,otn 
(GeV) (rib -i  ) (nb) (nb -) ) (nb) 

88.280 113.6+ 1.6 20 0.29+0.06 120.1 + 1.7 15 0.25+0.06 
89.280 43.6 + 1.0 8 0.30+0.11 45.9+ 1.0 10 0.43_+0.14 
90.279 78.6 + 1.4 42 0.87 _+ 0.14 80.4 _+ 1.4 43 1.06 + 0.16 
91.034 157.9_+2.0 119 1.23_+0.1 I 169.9_+2.0 132 1.54+0.14 
91.285 163.2_+2.0 144 1.44_+0.12 136.9_+ 1.8 98 1.42-+0.14 
91.530 193.6 _+ 2.2 160 1.35 _+ 0.11 203.7 _+ 2.2 132 1.29 _+ 0.11 
92.281 53.6 + 1.2 34 1.04-+0.18 55.5-+ 1.2 18 0.64-+0.15 
92.564 5.4-+0.4 1 0.30-+0.30 6.1 _+0.4 2 0.65-+0.46 
93.280 85.3+ 1.5 30 0.57-+0.11 84.1 _+ 1.5 28 0.66_+0.13 
94.282 79.9_+ 1.5 22 0.45+_0.10 83.9_+ 1.5 23 0.54+0.11 
95.036 13.9 _+ 0.6 5 0.59 + 0.26 16.6 _+ 0.7 5 0.60_+ 0.27 

total 988.6 585 1003.1 506 

6. Analysis of the hadronic cross section 

To extract the Z ° resonance parameters from the 
cross sections given in table 2 we perform a fit to the 
line shape parametrisation given in ref. [ 19 ]. The line 
shape is described in terms of  a resonance, an inter- 
ference term and a pure QED term. Photonic correc- 
tions are treated in first order with exponentiation o f  
soft photons. The contribution of  the interference 
term is small over the energy range of  the scan and is 
omitted in the fit as it would introduce an additional 
free parameter for each final state in a model inde- 
pendent approach. The approximation used has been 
compared to the full standard model calculation with 
second order treatment of  photonic corrections [ 20 ] 
and differs by less than 1.0% over the energy range of  
the scan. 

We perform a model independent fit to the data 
based on ref. [ 19 ], treating Mz, Fz and t r ~  ~ as free 
parameters where t r ~  ~ represents the resonance had- 
ronic cross section at s=M~ without photonic cor- 
rections. The parameter values obtained are 

Mz =91.145 +0 .022(exp)  +0 .030 (LEP)  G e V ,  

Fz =2 .526+0 .047  G e V ,  

trl]°~ =41.2  + _ 1.1 nb .  

The Z 2 value for this fit is 4.5 for 8 degrees of  free- 
dom. The errors on Mz have been separated into the 
experimental error and the uncertainty due to the LEP 

beam energy. These results (summarized in table 5 
column I ) can be compared with our previous mea- 
surement [ 4 ]: Mz = 91.05 + 0.05 (exp) + 0.05 (LEP)  
GeV, F z = 2 . 6 0  + 0.13 GeV and ~'had~P°~C =41.7  + 2.4 nb, 
where the mass value has been corrected for the new 
energy calibration of  LEP. Fig. 5 shows the central 
values and the confidence contours for our measure- 
ment o f  Fz and t r ~  c. 

The standard model predictions for the pole cross 
section t r ~ ,  the width Fz and the partial decay 
widths discussed below are a function of  Mz and de- 
pend on the values assumed for the top quark mass 
m t, the Higgs mass mn and the strong coupling con- 
stant oq. In order to compare our measurement with 
the standard model predictions we calculate those as- 
suming mt=  mu = 100 GeV, and setting a s =  0.12, 
consistent with the value derived from the measured 
hadronicjet  production rates [ 21 ]. The errors on the 
predictions are derived by allowing a variation of  m t 
from 50 to 250 GeV, mH from 20 tO 1000 GeV and 
a~ from 0.09 to 0.15. 

Fig. 5 shows that the effect of  varying the number  
of  light neutrino generations from 3 to 4 is large com- 
pared to the uncertainty in the predicted values of  
c r ~  ~ and f'z. The probability for obtaining our mea- 
surement assuming three neutrinos is 54% whereas 
the assumption of  four neutrinos would result in a 
probability o f  only 0.001%. 

The number o f  light neutrinos, Nv, can also be 
found by using the standard model in a fit where the 

507 



Volume 240, number 3,4 PHYSICS LETTERS B 26 April 1990 

Table 5 
Results of the fit to the hadronic data and of the combined fit to the hadronic and leptonic data. Mz has an additional error of 30 MeV 
from the energy uncertainty. The fourth column indicates the standard model expectations assuming our measured Z ° mass, three gen- 
erations of light neutrinos, top quark and Higgs masses set to 100 GeV and cq to 0.12. 

Hadronic data All data All data All data SM expectation 
only without lepton with lepton excluding mt= mH = 100 GeV 

universality universality electrons oq = 0.12 

Mz [GeV] 91.145+0.022 91.154+0.021 91.154+0.021 91.144+0.021 91.154 (input) 
Fz [ GeV l 2.526 _+ 0.047 2.536 + 0.045 2.536 +_ 0.045 2.532 + 0.045 2.483 
tr~ e [nb] 41.2 +1.1 41.4 +_1.1 41.4 --1.1 41.4 +1.1 41.4 

F¢~[MeV 1 81.2 +2.6 
F~  [MeV l 82.6 _+5.8 
F,~ [MeV] 85.7 _+7.1 
F~.~_ [MeV l 81.9 _+2.0 82.1 _+2.2 83.4 
Fha d [GeV ] 1.854 -+ 0.058 1.838 -+ 0.046 1.822 + 0.052 1.734 
F,,~ [MeV] 433 -+61 453 -+44 463 -+48 499 

z2/NDOF 4.5/5 30.8/32 31.2/34 19.3/25 

¸ - . 4 6  
c- 

,. ~, 4 4  

t3 
42  

4 0  

.58 

"2~ " 
.3C 

k 

3 6 2 .  3 ....... 2 . 4  2 .5  2 .6  2 .7  2 .8  
(o v) 

Fig. 5. The confidence contours in the Fz-a~,~ ~ plane. Shown are 
the one, two and three standard deviation contours of our mea- 
surement. The small square shows the best fit to the data; the 
circle shows the standard model prediction for 3 light neutrino 
generations, the large square the prediction for 4 neutrinos. The 
bars reflect the uncertainty in the predictions when the top quark 
mass is varied from 50 to 250 GeV, the Higgs mass from 20 to 
1000 GeV and oq between 0.09 and 0.15. 

on ly  o t h e r  free p a r a m e t e r  is Mz.  In th i s  fit, t h e  to ta l  
w i d t h  a n d  h a d r o n i c  po le  c ross  s ec t ion  are  p a r a m e -  
t r i sed  by 

r~ = ~ + 3r~"  + N~F~ ~ , 

S M  M ~p,,R~ __ 12n Fc /~hau 
~'had -- M 2 F~: 
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_ Q a  4+t.3 M e V  a n d  Here , /~h  M = 1734+47-21 MeV,  F TM . . . . .  0.6 
/-~M = 166.2_+~:7 M e V  are  the  s t a n d a r d  m o d e l  p red ic -  
t i o n s  for  the  par t i a l  w i d t h  for  h a d r o n s ,  e l e c t r o n s  a n d  
for  e ach  l ight  n e u t r i n o .  T h e  two  p a r a m e t e r  fit  y ie lds  

M z = 9 1 . 1 4 1  + 0 . 0 2 2 ( c x p )  + 0 . 0 3 0 ( L E P )  G e V ,  

Nv = 3.09 + 0 .19  ( exp  ) _+ oio6 ( t h e o r  ) , 

w i th  a Z 2 o f  5.5 for  9 degrees  o f  f r e e d o m .  
T h o u g h  th i s  m e t h o d  to d e t e r m i n e  the  n u m b e r  o f  

l ight  n e u t r i n o s  is the  s ta t i s t i ca l ly  m o s t  prec ise  one,  it 
re l ies  o n  the  va l i d i t y  o f  the  s t a n d a r d  m o d e l  p red ic -  
t i on  for  all t he  Z ° pa r t i a l  wid ths .  T h i s  c o n s t r a i n t  c an  
be  r e m o v e d  by  a m e a s u r e m e n t  o f  t he  h a d r o n i c  a n d  
the  l e p t o n i c  par t i a l  w id ths .  

7. Combined analysis of hadrons and leptons 

In the  fo l lowing  we desc r ibe  h o w  Mz,  I z  a n d  the  
pa r t i a l  w i d t h s  F~, F , ,  F,  and/- 'had a r e  d e t c r m i n e d ,  in 
a m o d e l  i n d e p e n d e n t  way, f rom o u r  m e a s u r e m e n t  o f  
the  l ine  s h a p e s  for  the  four  p rocesses  e + e  - - , h a d r o n s ,  
e + e  - ,  la+la - ,  a n d  ~ + ~ - .  

T h e  s y s t e m a t i c  u n c e r t a i n t i e s  o f  the  decay  w i d t h s  
are  h igh ly  co r re l a t ed .  N o r m a l i s a t i o n  a n d  p o i n t - t o -  
p o i n t  ene rgy  scale  u n c e r t a i n t i e s  a re  c o m p l e t e l y  cor-  
r e l a t ed  for  the  four  channe l s .  F u r t h e r  c o r r e l a t i o n s  are  
i n t r o d u c e d  by  the  r a t io  F~/M~ .F~ used  in e x t r a c t i n g  
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the four partial widths from the measured cross sec- 
tions. We therefore perform a combined fit to the four 
line shapes, based on a z2-minimisation which takes 
into account the full covariance matrix of  data. This 
procedure allows us to take into account all system- 
atic errors on the cross sections mentioned above as 
well as their correlations. The uncertainties of  all pa- 
rameters can therefore be determined correctly. Be- 
cause of  the implicit assumption of  gaussian proba- 
bility distributions, this method precludes the use of  
low statistics data points. For the lepton analysis data 
points have been discarded if the standard model 
prediction amounts to less than 10 observed events 
for the measured luminosity. The fitting procedure 
was checked using a maximum likelihood method. 

For all final states excluding the e+e - channel, we 
use the line shape parametrisation as described in ref. 
[ 19 ]. Due to the presence of  the t-channel the cross- 
section for e+e -  --,e÷e - diverges if no angular cut is 
applied. For the e+e - final state, however, the effect 
of  an angular cut strongly depends on the resonance 
parameters. We therefore use in our fit a parametris- 
ation of  the differential cross section which is inte- 
grated for each choice o f  parameters in the angular 
range of  measured data. This parametrisation, de- 
scribed in ref. [22 ], is based on the line shape pro- 
gram BHABHA [23] which uses the formalism de- 
veloped in ref. [ 24 ]. The program accounts for ),- and 
Z-exchange in s- ant t-channel and all possible inter- 
ference terms. Photonic corrections are treated in a 
first order calculation with exponentiation of  soft 
photons. Hard photons are treated in the collinear 
approximation. The t-channel effects are large: the 
peak cross section is enhanced by approximately 15% 
for Icos 01 <0.7 and the line shape significantly dis- 
torted with respect to the pure s-channel process. 

The program requires the specification of  kine- 
matic cuts on the photon energy (k) and the opening 
angle (~) between the hard photon and the final-state 
electron or positron. Our measured cross section, 
however, is obtained by requiring that the acollinear- 
ity angle (0aco~) between electron and positron is 
smaller than 5 ° . In order to compare the results of  
the theoretical calculation with our measurement we 
have used cuts on k and ~ that give the best approxi- 
mation to the kinematic region 0acot< 5 ~, namely 
k < 0.083Ebeam and ~< 5 ° . We have applied a correc- 
tion factor to the data to account for the fact that the 

two kinematic regions are not precisely the same. This 
factor has been calculated by using the program 
BHABHA iteratively and varies from - 1 . 6 %  to 
- 2 . 3 %  over the energy range of  the scan. As a check 
this correction factor has also been calculated using 
the BABAMC Monte Carlo program [ 12 ]. The two 
methods agree to approximately 1% near the Z ° peak. 
There is another correction to be made to the data in 
order to compensate for the loss due to acollinear 
events near to the boundary of  the acceptance at 
I cos 0[ = 0.7. This correction has also been estimated 
using the BABAMC Monte Carlo at each point of  the 
energy scan: it ranges from 0.5 to 1.5%. The corrected 
cross sections are listed in the last column of  table 3. 
The systematic error in the calculation of  the cross 
section for the process e+e - ~ e + e  - by the program 
BHABHA, with the cuts k<0.083E~am and ~ < 5  °, 
was estimated to be 2.5% by comparing the results o f  
the line shape program with those of  the BABAMC 
program. Because the exponentiation of  soft photons 
is not performed in BABAMC, for the purpose of  this 
comparison we did not use exponentiation in the line 
shape program; no systematic error has been as- 
signed to the exponentiation procedure used in the 
BHABHA program. When combined with the exper- 
imental uncertainty of  0.9% on the efficiency and 
background estimates, the total systematic error of  the 
corrected Bhabha cross section is 2.7%. 

The line shapes resulting from the combined fit are 
shown in fig. 6, superimposed on the data. The pa- 
rameter values for this fit are summarised in table 5 
column 2. As expected, the values of  Mz, Fz and 
apole  had, as obtained from the combined fit, agree well 
with those derived from the hadronic data alone. The 
leptonic widths we observe are consistent with lepton 
universality. We therefore repeat the fit constraining 
all leptonic widths to be equal. The result of  this fit is 
given in table 5 column 3. With the assumption of  
lepton universality the line shape parameters can also 
be extracted without using the e+e - data. While this 
procedure degrades the statistical significance of  the 
results, it removes potential sources of  systematic er- 
rors in the treatment of  the electron channel through 
the approximation given in ref. [22].  The result of  
this fit is given in table 5 column 4. A combined fit 
can also be used to determine the decay branching 
ratios o f  the Z °, the results are summarised in table 
6. 
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Fig. 6. Measured cross sections at the 11 points of  the scan for (a)  e+e - ~hadrons ,  (b )  e+e - in the range of  I cos 01 <0.7,  (c) la+l a - ,  and 
(d)  t+ T-. Also shown are the line shapes from the combined fit to all data. The open circles indicate points not used in the fit ( see text ). 
The dashed curve, shown in (a)  together with the hadronic data, is the line shape predicted by the standard model assuming the measured 
Mz and four neutrino generations. 

Table 6 
Branching ratios for the decays of  the Z°(% ). Lepton universal- 
ity is assumed in the calculation of  the hadronic and invisible 
branching ratios. 

Decay channel Branching ratio 

assuming lepton 
universality: 

e+e - 3 .20+0.09 
la+la - 3 .26+0.18 
~+~- 3 .28+0.25 

I~+~ - 3 .23+0.06 
hadrons 72.5 + 1.7 
invisible 17.9 + 1.6 

In table 5 column four the standard model expec- 
tation for the leptonic, hadronic and total widths are 
given for our measured value of the Z ° mass, with the 
assumption of three neutrino generations. It can be 
seen that the measured total width is larger than the 
expectation by more than one standard deviation, and 
that the hadronic width is larger by more than two 
standard deviations, whereas the leptonic width is in 
good agreement but somewhat smaller than the pre- 
dicted value. By examining the X 2 behaviour of the 
combined fit we establish an overall probability of 6% 
for observing such deviations, assuming the standard 
model with the above parameters. 

In order to study the dependence of  the results on 
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the values assumed for the top quark mass and the 
strong coupling constant, we vary m, between 50 and 
250 GeV and as between 0.09 and 0.15, setting mH 
tO 20 GeV. The deviation of the standard model pre- 
diction from our measurement is minimized when we 
set both, m t and as, to the maximum value of the 
spccified ranges. With this assumption we would have 
assigned a probability of 25% to our results. In this 
estimate QCD corrections up to second order to the 
hadronic partial width were taken into account. The 
inclusion of the third order perturbative coefficient 
[25] alters these corrections from about 4% (in sec- 
ond order) to 4.4% for as=0 .12 :  this increases the 
calculated hadronic width by 7 MeV. 

The standard model partial widths all increase ap- 
preciably with increasing top mass. Fig. 7 shows our 
measurements of the hadronic and leptonic partial 
widths; also indicated is the uncertainty of the stan- 
dard model prediction with the parameter range con- 
sidered here. In the ratio of the partial widths the de- 
pendence on the top quark mass is reduced. In 
particular, the allowed range of values for the ratio of 
the hadronic to the leptonic partial width, RSz M , is 

n ~.~io, SM r'SM/F'SM ,%<21.1 
u . x . . '  - -< ,t x z ~ Z h a d / , J  ~ + p -  

~> 
t.D 

= 1.9 L-.. 

, . . . . . . . . .  . 

i( i: i 
1.8 

1.7 
0 . 0 8  0 . 0 8 4  

r,+, - (GeV)  

Fig. 7. The confidence contours in the Fh.a-F+ ÷~ - plane. The one 
and two standard deviation contours of our measurement, using 
all data, are shown as solid lines. The small dot shows the value 
of the best fit. The triangle and the broken lines show the best fit 
and the one and two standard deviation contours of our measure- 
ment, excluding, however, the e+e - data. The large dot shows 
the standard model predictions for three light neutrino genera- 
tions, the line reflects the uncertainty in the predictions when the 
top quark mass is varied from 50 to 250 GeV, and the Higgs mass 
from 20 to 1000 GeV. The shaded area indicates the effect on 
l~,,a of also varying cq between 0.09 and 0.15. 

where the range of R T M  reflects mainly the uncer- 
tainty assigned to as in second order QCD. The ratio 
Rz has the additional feature that some experimental 
systematic errors cancel: in particular it is indepen- 
dent of the absolute luminosity measurement.  Our 
determinat ion of Rz, from the combined fit, is 

R z  = F h a d /  F~ +~- = 22.43 _+ 0.75 . 

The value of Rz is in agreement with the corrected 
ratio of the number  of hadronic to la+~t - and x+T - 
events, observed near the peak, ( N h , d / N ~ + ~ - ) f =  

22.1 +_ 1.0, where the factor f = l . 0 1 3  accounts for 
photon exchange in the s-channel. Within the param- 
eter range considered here our measurement  of Rz 
differs from the standard model prediction by 1.8 to 
2.4 standard deviations. 

The results from the combined fit can also be ex- 
pressed as a model independent  measure of the invis- 
ible width by the relation, 

F , . v =  r z -  3F~ +~- - F h . d  . 

We obtain 

Fin ~ = 4 5 3 + 4 4  MeV.  

Based on the standard model value of Fs~ M given 
above, we obtain, 

F / r ' S M = N v = 2 . 7 3 + 0 . 2 6 ( e  P)-o.o4(t eo ) i n v t - - v  _ _  x +0.02 h r . 

This measurement of the invisible width excludes four 
generations of light neutr inos with standard model 
couplings by more than 4 standard deviations. The 
measurement  lies below the standard model predic- 
tion for three generations with light neutr inos by 
about one standard deviation. This observation 
should not, however, be considered independently of 
the deviation of Rz discussed above. 

8. Summary 

We have measured the production and decay of the 
Z ° into hadrons and lcptons. The results presented 
here are based on 25801 hadronic decays and 1999 
leptonic decays collectcd during a scan around the Z ° 
resonance. 

We have fit the Z ° line shape parameters using the 
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c o m b i n e d  hadron ic  and lep tonic  data.  F r o m  this fit 
we d e t e r m i n e  the Z ° mass  to be M z = 9 1 . 1 5 4 +  
0.021 _+0.030 GeV,  its total  wid th  F z =  2.536 + 0.045 
GeV,  and  the lep tonic  wid ths  Fcc=  81.2 _+ 2.6 MeV, 
F , , = 8 2 . 6 + 5 . 8  MeV, F ~ = 8 5 . 7 + 7 . 1  MeV. We f ind 
good ag reemen t  wi th  l ep ton  universa l i ty ;  pe r fo rming  
a fit wi th  this cons t ra in t  imposed ,  we ob ta in  for the 
lep tonic  wid th  F~+~_ =81 .9_+2 .0  MeV and for the  
hadron ic  wid th  I'had = 1.838 _+ 0.046 GeV.  

In this s t andard  m o d e l  the rat io  RZ=Fha,~/F~+~- 
depends  only weakly on the a s sumed  values  o f  the 
top  quark  and  Higgs masses.  The  p red ic t ed  va lue  for  
Rz lies be tween  20.6 and 21.1 where  the range ma in ly  
reflects the uncer t a in ty  in a~. F r o m  the  c o m b i n e d  fit 
we obta in  a value  R z =  22.43 + 0.75 which differs f rom 
the s t andard  mode l  p red ic t ion  by a p p r o x i m a t e l y  two 
s t andard  dev ia t ions .  

The  invis ib le  width ,  d e t e r m i n e d  by sub t rac t ing  the 
had ron ic  and three  t imes  the lep tonic  par t ia l  wid th  
f rom the total  wid th  is found  to be F , , v = 4 5 3 + 4 4  
MeV. By using the s t andard  mode l  wid th  to neut r i -  

_ _  X +0 .02  nos we obtain Nv=2.73+0.26(e p)_o.o4(theor). 
This  m e a s u r e m e n t  exc ludes  four  gene ra t ions  o f  light 
neu t r inos  with  s t andard  mode l  coupl ings  by m o r e  
than four  s tandard  dev ia t ions .  
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